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Abstract

The proliferation of illicit online advertisements poses a growing challenge
for law enforcement and public safety, demanding methods that are both
accurate and data-efficient. This paper investigates the use of SetFit, a
prompt-free few-shot framework for fine-tuning sentence transformers, for
detecting risk signals in online advertisements. We study two domains of
high societal impact: commercial sex advertisements (CSAs) associated
with suspected human trafficking activity (HT) and suspected stolen-parts
marketplace listings (SCP). For CSAs, we cast the problem as a multi-label
post-classification task and evaluate different sentence-aggregation strategies;
our best approach, averaging across all sentences, achieves an F1 of 0.783,
surpassing a GPT-2 baseline trained with more data and significantly larger
parameter counts. In contrast, when applied to token-level named-entity
recognition for suspected stolen-parts marketplace listings (SCP), SetFit
underperforms (F1 = 0.242) relative to GPT-2 (F1 = 0.337), exposing a
structural limitation in adapting sentence-level embeddings to fine-grained
extraction. These findings demonstrate that SetFit is highly effective for low-
resource post classification in sensitive domains, while also motivating new
research directions for extending few-shot methods to entity-level modeling.

1 Introduction

Illegal online ads hide within large volumes of normal content and span many forms of
harm: sexual exploitation, illicit trade, scams, and abuse. Recent work shows fast progress
in detecting harmful content across text and other media, with systems that run in real
time and cover many languages [Koreddi et al., 2025, Bensoltane and Zakil [2024]. Broader
reviews also show a shift toward end-to-end learning for safety tasks, while calling out open
issues in robustness, privacy, and evaluation [Yuan et al., 2023]. Beyond general safety, there
are focused efforts on crime-linked markets, such as cultural-heritage trafficking and wildlife
trade, which require domain context and careful evidence trails [Yuan et al.l 2023 Mou et al.,
2024]. These trends motivate methods that work with scarce labels, respect privacy, and
give useful signals for screening and triage.

We study two high-impact settings where labels are scarce and noise is common: (i) commer-
cial sex advertisements (CSAs) associated with suspected HT activity, and (ii) ads possibly
linked to stolen car parts. For human trafficking, we target CSAs that may indicate HT risk,
often linked to organized groups [Kristof] [2012]. For stolen car parts, we target suspected
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stolen-parts listings within consumer-to-consumer marketplaces [Aniello and Caneppele
2018|. We do not disclose platform names to comply with the Institutional Review Board
IRB)-approved, ethics-aligned data-collection protocol.

Our pipeline uses two NLP tasks that match field practice. First, multi-label post classification
flags risky content and broad categories within a post. Second, named-entity recognition
(NER) extracts details (e.g., names, phones, places) that aid triage and case linking. Since
annotation is costly and data access is limited, we use a few-shot setup built on sentence
embeddings. We adopt SetFit, a prompt-free fine-tuning method for sentence transformers
that learns from a small set of labeled pairs and then trains a simple classifier on top
kBt all, . Sentence Transformers give strong sentence-level representations that work well
with contrastive training [Reimers and Gurevychl [2019]. This design also fits privacy rules
because it needs fewer labeled examples and can run with light supervision.

From a technical view, our study probes the boundary between sentence-level and token-level
learning under low-label regimes. Post classification maps well to sentence embeddings
and pairwise training; token-level NER is harder due to short spans, markup artifacts, and
code-mixed text. This gap also appears in recent safety systems that do well at post-level
screening but still face noise and domain shift at fine-grained extraction [Koreddi et al.l 2025,
[Bensoltane and Zakil 2024]. We make this tension explicit and test simple, reproducible
choices that matter in practice (e.g., sentence aggregation rules for multi-sentence posts),
while keeping a clear link to field needs in public safety and policy [Yuan et al., [2023| [Mou|
7 '
Contributions. (1) A low-label pipeline for crime-linked online ads that pairs multi-label
post classification with NER, using SetFit on top of sentence transformers
[2022 Reimers and Gurevychl [2019]. (2) A study of sentence aggregation strategies for
multi-sentence posts and their impact on few-shot classification. (3) A negative result for
token-level NER under the same few-shot regime, with a clear error analysis and paths
forward (e.g., span heads, weak labels, and noise-robust loss). (4) An ethics and deployment
note: privacy-aware annotation, risk of false alerts, and the need for human oversight when
screening sensitive content [Yuan et al., 2023].

An overview of the end-to-end pipeline is shown in Figure [[]and detailed in Section
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Figure 1: End-to-end pipeline: raw ads are split into sentences, the encoder is fine-tuned
with SetFit using contrastive pairs, and the tuned embeddings feed a lightweight head for
either multi-label post classification or entity extraction. Mean pooling over sentences yields
the best post-level representation in our setup.

2 Background

This section covers three building blocks: multi-label classification, NER, and few-shot
sentence-level fine-tuning with SetFit and related methods. We give formal definitions and
then place our choices in the context of recent work.

Problem setup. Let a post A consist of sentences S = {s1,...,s,} with sentence em-
beddings h; € R? produced by a SetFit-tuned encoder E(-). For CSA classification (HT
risk), we model multi-label prediction over a label set L = {l;,...,l,,} via a linear head

g(h) = o(Wh + b) with thresholding per label. For SCP, we perform token-level NER: each
token ¢ in a listing is assigned a type from a schema ) (e.g., Brand, Model, Price). Unless



stated otherwise, losses are standard binary cross-entropy for multi-label classification and
cross-entropy for token tagging.

Multi-label classification. In multi-label text classification, one instance can carry several
labels at once |Tsoumakas and Katakis| [2007]. Let L = {ly,...,{,} be the label set and A an
ad. The goal is to predict a subset L' C L. A model f returns scores P = {p,...,pn} with
p; € [0,1] for each [;, and a thresholding rule gives L’ = {I; : p; > 7;}. In our setting, this
lets one CSA carry tags such as “massage” and “escort” at once. Class-imbalance is common;
in low-label regimes, this pushes us toward data-efficient training and careful thresholding.

Named-entity recognition. NER extracts spans such as names, phones, places, and item
descriptors; these fields are useful for triage and linking [Sundheiml |1995|. Unlike sentence
classification, NER is token- or span-level. Sparse and noisy markup, code-mixing, and
obfuscation raise the bar for low-label methods. Existing work has emphasized the challenge
of obfuscation in this domain and explored advanced NER strategies to mitigate it [Perez
et all, 2023].

Few-shot sentence-level fine-tuning. We use SetFit, a prompt-free few-shot method
for sentence transformers |Tunstall et al., 2022]. SetFit follows two stages on top of Sentence
Transformers Reimers and Gurevychl 2019: (1) contrastive fine-tuning on sentence pairs built
from the small labeled set (same-label pairs as positives, different-label pairs as negatives)
to learn a task-specific embedding space; (2) lightweight classifier training (e.g., logistic
regression) over fixed embeddings. This yields fast training, low memory use, and stable
performance when labels are scarce. Reports also show gains over full fine-tuning in small-data
setups: accuracy improves by ~ 0.06 — 1.7 points and AUC by 4.2 — 6.6 points in active-
learning workflows [Schroder et all 2023]. Beyond English-only cases, parameter-efficient
and cross-lingual studies show that low-label methods can transfer well across languages
and label sets [Adelani et al., 2023]. SetFit has also been tested in other few-shot text tasks
(e.g., essay scoring, intent classification), where it is competitive with prompt-based methods
under tight label budgets |[Helmeczi et al.| [2023]. Variants such as Anchoring fine-tuning
inject semantic label signals into the embedding space to further help under few labels [Pauli
et all, [2023].

Relation to prompt learning and sampling strategy. Prompt-learning frameworks
(e.g., OpenPrompt) adapt pretrained models using task templates and verbalizers [Ding
et all, [2022]. Prompting can be strong at very low k per class, but it adds design overhead
and is sensitive to template choice. We opt for a prompt-free route to keep the pipeline
simple and privacy-friendly (fewer labeled texts are needed). In imbalanced data, careful
pair sampling for the contrastive stage and class-aware minibatches can improve stability, a
pattern seen in recent small-data social-media studies as well [You et al.| 2023].

Implications for our tasks. Sentence-level SetFit aligns well with post-level multi-label
tagging, where the unit is a sentence or a short block. Token-level NER is harder because
sentence embeddings do not expose span boundaries. This motivates our split design: (i) use
SetFit for post-level triage, and (ii) assess limits at token level and note when span-specific
heads or weak-label signals may be needed. The mix of methods above frames our approach:
formal multi-label modeling [Tsoumakas and Katakis, 2007, classic NER goals |[Sundheim,
1995|, and a data-efficient SetFit pipeline on top of sentence transformers |[Tunstall et al.|
2022, Reimers and Gurevych, 2019], with recent evidence from active learning, cross-lingual
work, and prompt-based alternatives [Schroder et al., [2023| [Adelani et al., 2023, [Helmeczi
et all, [2023] [Pauli et al., 2023| |Ding et al., |2022} [You et al.| [2023].

Bridging sentence and token representations remains challenging; token-specific architectures
and span-aware decoders are the de-facto standard for NER. Prompt-free few-shot methods
such as SetFit complement, rather than replace, these token-level models. Contrastive learning
has also been explored for NER to improve span separability, reinforcing our observation
that sentence-level contrastive tuning alone is insufficient for fine-grained extraction.



Title: @ nuru %§ gfe @ 702--601--1555

Post: NEW staff working today. Private location near central strip.
Friendly, soft-spoken, and [SANITIZED] services for relaxed time.
Clean setting, same-day availability, respectful guests only.

We focus on comfort and stress relief; no drama, quick replies.
First-class session; leave happy and clear-minded.

Hours: 10am--10pm Area: 1235 Laguna Ave, Las Vegas, NV 89169
Contact: E 702--601--1555 Note: Photos are representations.

Figure 2: Example of a CSA snippet (sanitized) associated with suspected HT activity.
Possible labels: {Massage, Escort, Scam}.

3 Methodology

3.1 Classification for CSAs (HT risk)

Estimating HT risk in CSAs requires robust category definitions and a strategy that balances
annotation efficiency with representational coverage. We approach this as a multi-label
post classification task, where a single advertisement may simultaneously exhibit several
risk-related attributes (e.g., both “massage” and “escort”).

Category design. We first performed an exploratory analysis of the corpus to identify
recurring lexical and semantic patterns, including references to services, payment schemes, and
content formats. This yielded four coarse-grained but operationally meaningful categories:

1. Massage: ads explicitly offering massage services, often with implicit or explicit
sexual references;

2. Digital Entertainment: ads offering digital media (photos, videos, live sessions)
distributed via platforms such as OnlyFans or Snapchat;

3. Escort: ads indicating companionship or sexual services tied to events, locations, or
social activities;

4. Scam: ads requesting upfront payment or providing vague service descriptions,
consistent with fraudulent intent.

Our categorization is consistent with earlier NLP-based efforts to analyze sex-related adver-
tisements for trafficking risk [Rodriguez Perez and Rivas, 2023]. For illustration, Figure
shows a sanitized HT ad snippet and its labels.

Annotation protocol. Each advertisement was reviewed and tagged with one or more
of the above categories. To reduce annotation drift, annotators followed a fixed guideline,
and ambiguous cases were resolved by majority consensus. This process produced a label
distribution reflecting the real-world imbalance of CSAs associated with suspected HT
activity.

Sentence-level representation. Because SetFit operates at the sentence level, we decom-
posed multi-sentence ads into individual units and aligned them with the ad’s label set. We
then explored three strategies for mapping sentence-level predictions back to the post level:
(i) use the first sentence, (ii) use the last sentence, and (iii) compute the mean embedding
across all sentences. This design tests whether early, late, or holistic textual cues carry more
signal. Empirically, we find that averaging yields stronger context capture, as shown in
Section 4} A simple variance-reduction argument formalizes this choice; see Appendix A

(Theorem and Corollary [A.3).

Rationale. This classification pipeline enables few-shot fine-tuning of sentence transformers
in a high-stakes, low-resource setting. By explicitly modeling multi-label structure and testing
sentence aggregation rules, we provide a reproducible framework for CSA risk detection that
aligns with both the technical constraints of SetFit and the real-world complexity of online
illicit advertising.



Title: Subaru full Titanium exhaust -- $800 (San Antonio)
Post: Full Tomei Titanium system off my 2012 STI; swapped to a
quieter setup. Need it gone ASAP.

About 3,000 miles of use; no dents, normal wear at flanges.
Price is $800 firm. Cash only. Local pickup preferred.

Text B 20ne0--232--90ne99 for details; serious buyers please.
Tags: Subaru, STI, WRX, Impreza, Turbo, Exhaust, Titanium.

Brand Subaru

Model STI (2012)

Part Type Exhaust (Tomei Titanium)

Price $800

Phone 210--232--9199 (obfuscated in post)

Location San Antonio

Figure 3: Suspected stolen-parts marketplace listing with entity extraction. Entities are
shown as pairs below the snippet; note common obfuscation in the phone number.

3.2 NER for SCP marketplace listings

The extraction of entities from suspected stolen-parts listings within online marketplaces
requires fine-grained entity extraction to recover salient details that may signal illicit activity.
We formulate this task as an NER problem, where the goal is to segment an advertisement
into spans and assign each span a type drawn from a predefined schema. In this domain,
entities of interest include Email, Location, Name, Phone Number, Date, Part Type, Brand,
Model, and Price. These fields support linking posts, characterizing sellers, and mapping
transactional patterns.

Annotation protocol. To construct supervision signals, annotators manually reviewed
advertisements and highlighted token spans corresponding to the schema above. Given the
heterogeneous nature of the text, often informal, code-mixed, and noisy, annotators were
trained with domain-specific guidelines to ensure consistency. Ambiguities were adjudicated
by consensus, yielding a modest but reliable labeled set. This process reflects real-world
constraints, where sensitive data access and privacy concerns limit large-scale annotation.

Modeling considerations. Unlike post-level classification, NER operates at the token
level. This presents challenges for SetFit, which is designed for sentence-level representations.
To adapt, we segmented ads into sentences or short fragments and treated each fragment as
a candidate unit for token-level classification. Tokens were aligned with their fragment-level
embeddings and trained against the entity labels. While this setup enables few-shot fine-
tuning, it exposes a structural mismatch: embeddings optimized for semantic similarity at
the sentence level must now capture sub-sentence, entity-specific distinctions. Figure |3|shows
a suspected stolen-parts listing with extracted entities. Concretely, for each token we used
the embedding of its enclosing sentence, h; = E(s;), as the token feature (i.e., every token in
s; shares h;), which we then fed to a token classifier; this sentence-to-token mapping is the
locus of the observed mismatch.

Motivation. By applying SetFit to this task, we aim to probe its limits in fine-grained
extraction and assess how far sentence-level embeddings can be stretched to token-level
recognition under low-resource conditions. The results, discussed in Section 4] highlight
both the promise and the shortcomings of this approach, motivating future work on hybrid
architectures that combine few-shot contrastive training with span-sensitive token classifiers.

3.3 SetFit processing

Both the classification and NER tasks described above are constrained by the scarcity of
high-quality annotated data and the difficulty of producing consistent labels in sensitive
domains. Manual annotation requires familiarity with trafficking-related terminology and
domain-specific jargon in automotive parts, as well as careful handling of noisy and obfuscated
text. These factors make conventional supervised training impractical at scale. To address



this, we adopt SetFit, a few-shot framework designed to fine-tune sentence transformers
without prompts [Tunstall et al., 2022].

Model adaptation. SetFit operates in two stages: (i) contrastive fine-tuning of a sentence
transformer using pairs of labeled examples, and (ii) training a lightweight classifier (e.g.,
logistic regression) on the resulting embeddings. This design yields strong performance with
only a handful of labeled samples while avoiding the overhead of full parameter updates. For
our tasks, we decompose each advertisement into sentences, align these sentences with the
ad’s labels, and then construct positive and negative pairs for contrastive training. This
enables SetFit to learn task-specific semantic spaces from limited supervision. Figure
summarizes the pipeline from raw ad text to predictions and marks the stages used for
post-level aggregation and token-level adaptation.

Post-level aggregation. Because ads typically contain multiple sentences, we evaluate
three aggregation strategies for deriving a post-level prediction from sentence-level embed-
dings: (a) first-sentence representation, (b) last-sentence representation, and (¢) mean pooling
over all sentences. These strategies capture different hypotheses about where the most salient
cues for HT risk in CSAs may appear. The averaged embedding strategy emerges as the
strongest in our experiments (see Section .

Token-level adaptation. Applying SetFit to NER requires extending its sentence-level
embeddings to finer granularity. We segment ads into short fragments and align token spans
with the corresponding embeddings, training a classifier to predict entity labels such as Phone
Number, Brand, or Price. This repurposing exposes a structural limitation: embeddings
tuned for semantic similarity at the sentence level are not naturally optimized for token-level
recognition. Nonetheless, this setup allows us to quantify the degree to which SetFit can
be stretched toward fine-grained extraction in low-resource conditions. This limitation
aligns with other evidence that generic embeddings often require task-specific adaptation for
trafficking risk prediction |Arguelles Terron et al., [2023].

Summary. This pipeline leverages SetFit’s efficiency to build models under severe data
scarcity, while also stress-testing its limits across both sentence-level and token-level tasks.
By systematically exploring aggregation strategies and evaluating its generalization to NER,
we provide insights into the adaptability of SetFit for real-world, high-stakes applications
involving illicit online advertising.

4 Experimental Results

We evaluate the effectiveness of SetFit in two tasks: multi-label classification of CSAs (HT
risk) and NER in SCP listings. All experiments use the all-roberta-large-v1 backbone
from the Sentence-Transformers library |[Reimers and Gurevychl 2019|, which provides
sentence-level ROBERTa models. Unless otherwise stated, we report macro-averaged F1
scores. For CSA classification we used 232 labeled posts across m labels; for SCP NER we
used 354 (SetFit) and 1000 (GPT-2) labeled listings, respectively.

Human trafficking classification. We first consider the post-level classification task.
Since CSAs often contain multiple sentences, we tested three sentence-aggregation strategies
when forming post embeddings: (i) first-sentence only, (ii) last-sentence only, and (iii) mean
aggregation across all sentences. With only 232 labeled ads, SetFit with mean aggregation
achieved the strongest performance, reaching an F1 score of 0.783. In contrast, first- and
last-sentence heuristics yielded F1 scores of 0.627 and 0.629, respectively. These results
highlight the importance of capturing the full context of an ad rather than relying on a
single sentence cue.

To contextualize these findings, we trained a GPT-2 baseline [Radford et all 2019] with
400 labeled examples, nearly twice the training data used by SetFit, and a parameter count
roughly five times larger (1.5B vs. 355M). GPT-2 attained an F1 of 0.703, confirming that
SetFit not only requires fewer annotations but also outperforms a much larger generative
baseline in this classification setting. This underscores SetFit’s suitability for low-resource,



high-stakes domains where labeled data is expensive or sensitive. These outcomes confirm
the annotation and dataset challenges highlighted in other recent work on HT corpora [Rivas
et all, [2024].

Stolen car parts NER. We next assess SetFit on token-level entity extraction. Here, the
model is tasked with identifying entities such as Brand, Model, Price, and Phone Number.
In contrast to classification, this task demands fine-grained token-level distinctions that
sentence-level embeddings are not optimized to capture. Consistent with this mismatch,
SetFit achieved only an F1 score of 0.242, despite being trained on 354 annotated examples.

For comparison, GPT-2 trained on 1000 labeled samples achieved a higher F1 of 0.337.
Although still modest, the gap illustrates SetFit’s limitations in extending from sentence-level
similarity learning to fine-grained token labeling. This performance degradation emphasizes
the need for hybrid strategies, e.g., span-based encoders, CRF decoding, or weak supervision,
that better exploit structure at the token level.

Qualitatively, the most common failure modes were: (i) missed short spans when semantics
were carried by obfuscated tokens (e.g., digit/letter mixes), and (ii) boundary drift where
prices or brands were only partially captured in code-mixed phrases.

Findings. Across both tasks, results reveal a clear dichotomy: SetFit is highly effective for
few-shot post classification, outperforming a much larger GPT-2 baseline while consuming
fewer labels, but struggles when transferred to NER. These findings suggest that while SetFit
is well-suited for document- or sentence-level classification in illicit advertising detection,
token-level entity extraction requires specialized architectures. Table|l|provides a consolidated
overview of these results.

Table 1: Performance evaluation of SetFit and GPT-2 models in CSA (HT Risk) post
classification and SCP NER on marketplace listings. SetFit (F), (L), and (A) denote
classification by first sentence, last sentence, and average over all sentences, respectively.

Task Method Train Params F1

SetFit (F) 232  355M  0.627
SetFit (L) 232  355M  0.629
SetFit (A) 232  355M 0.783

CSA (HT Risk) Class

GPT-2 400 1.5B  0.703
SetFit 354 356M  0.242
SCP NER GPT-2 1000 1.5B 0.337

5 Conclusions

This work investigated the application of SetFit, a prompt-free few-shot learning framework,
to the detection of illicit online advertisements. Our study focused on two high-stakes
domains: CSAs (HT risk) and SCP marketplace listings. The experiments yield three main
findings.

First, SetFit proves highly effective for multi-label classification of CSAs (HT risk). Despite
training on fewer than 250 labeled examples, the averaging strategy for sentence aggregation
achieved an F1 of 0.783, outperforming a GPT-2 baseline trained on nearly twice as many
examples and with a parameter count five times larger. This result highlights the suitability
of SetFit for low-resource, socially critical domains, where annotation is costly, sensitive, or
privacy-limited.

Second, our results expose the limits of SetFit when extended to token-level NER. On the
SCP dataset of marketplace listings, SetFit achieved only 0.242 F1, compared to 0.337 for
GPT-2 trained with more supervision. This gap underscores the structural mismatch between
sentence-level embeddings optimized for semantic similarity and the fine-grained sequence
modeling required for entity extraction. The findings suggest that SetFit’s current design



is well-matched to post-level classification but requires augmentation with span-sensitive
architectures or hybrid approaches for token-level tasks.

Finally, the methodological choices examined here, particularly the aggregation strategies for
multi-sentence posts, provide concrete guidance for applying few-shot models in real-world
safety-critical contexts. Our analysis shows that simple, reproducible design decisions can
significantly impact performance and are therefore critical to document in applied NLP
research. These findings underscore the need for interdisciplinary approaches and visualization
tools to support a broader understanding of trafficking and related illicit networks |Gortney
et all, [2025] |Giddens et al.| [2023].

Our NER comparison is limited to a GPT-2 baseline; standard token heads (e.g., RoBERTa-
large with a CRF layer) and few-shot prototype-based NER are natural comparators we
defer to future work. We also view SetFit embeddings plus span-sensitive decoders (e.g.,
CRF /pointer) as a promising hybrid for SCP.

The limitations observed in NER highlight several promising avenues: integrating SetFit
embeddings with span-based or CRF decoders, leveraging weak supervision to expand token-
level labels, and combining contrastive few-shot training with prompt-based techniques.
Exploring these directions may yield models that retain the data efficiency of SetFit while
addressing its shortcomings in fine-grained extraction. Additionally, multilingual extensions
are essential to broaden applicability to the diverse linguistic landscape of online illicit
markets.

Overall, our results demonstrate that SetFit offers a practical and efficient framework for
detecting harmful online content when annotation budgets are constrained. By advancing
few-shot methodologies in socially impactful domains, this study contributes both empirical
evidence and methodological insights to the broader effort of building robust, responsible Al
tools for public safety. We expect the observed split, strong post-level few-shot performance
vs. weak token-level transfer, to generalize to other low-resource, fine-grained tasks (e.g., slot
filling or clinical entity spans).
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A Appendix: Why Mean-over-Sentences Improves Post-level
Scoring

Setup. Each post consists of n sentences with embeddings si,. .., s, € R? produced by the
SetFit-tuned encoder. Let y € {0, 1} be the post label for a given class (one-vs-rest). Assume
a standard linear score g(z) = w'x + b used by the lightweight classifier. We compare three
post-level representations: FIRST s1, LAST $p, and MEAN § = 1 3" | ;.

Assumptions. (Al) Conditional on y, sentence embeddings are unbiased around a class
mean: E[s; | y] = py. (A2) Sentence-wise noise is zero-mean with covariance X, independent
across it s; = py +¢&;, Elg; | y] =0, Cov(e; | y) = Ly. (A3) The linear head g is fixed (e.g.,
logistic regression after SetFit).

These assumptions match the case where the SetFit contrastive stage pulls same-class
sentences toward a prototype while leaving sentence-level noise (formatting, slang, markup)
as additive variation.

Lemma A.1l (Variance reduction for the mean). Under (A1)-(A2), E[s | y] = p, and
Cov(s | y) = Xy /n. Hence the score variance satisfies

Varlg(s) |yl = w' Syw / n,
while for any single sentence (e.g., FIRST or LAST),

Var[g(s1) | y] = Var[g(sn) | 9] = v Syw.

Proof. Linearity of expectation and independence across sentences give the mean and
covariance of §; projecting through w yields the scalar variance formulas. O

Theorem A.2 (Mean aggregation improves margin SNR). Let Ay = w' (1 — po). Under
(A1)-(A3), the class-conditional score means satisfy Elg(-) | y] = w' p, +b. The signal-to-
noise ratio (SNR) of the MEAN score,

|Ap

SNRypay = ,
MY \/wTZow/n—i—wTElw/n

is a factor v/n larger than the SNR for any single-sentence score (FIRST/LAST).

Proof. Immediate from Lemma applied to both classes and the definition of SNR for a
difference of Gaussians (or sub-Gaussian) with independent noise terms. O
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Corollary A.3 (AUC improvement for Gaussian scores). If (¢(-) |y =0) and (¢(-) |y =1)
are Gaussian, then

AUC = @( A >
VVar(g(-) [y =0) + Var(g() [y = 1)

By Lemma AUCypay > AUC sy = AUC uqr, with strict inequality when w' S,w > 0.

Proof. For two normal score distributions with equal priors, AUC is a monotone function of
the standardized mean gap; reducing both class variances by 1/n increases the argument
of ¢(-). O

Implications. (i) Why mean wins. The mean has the same expected margin as any
single sentence but smaller variance (by 1/n), improving ROC metrics and typically F1
after proper thresholding. (ii) When first/last can tie. Ounly in degenerate cases where
w'¥,w = 0 (no sentence-level noise along w) or when the informative content appears
in exactly one sentence and others are pure noise with extreme outliers that bias 5. (iii)
Weighted pooling. If sentences have unequal noise levels, the BLUE solution gives weights
x Xy L i.e., inverse-variance pooling. If such estimates are unavailable, uniform mean is
minimax-stable. (iv) Beyond linear heads. For smooth g(-), a first-order Taylor expansion
around i, yields the same 1/n variance reduction leading to improved separation; details
are standard.

Connection to SetFit contrastive training. With positive pairs formed from same-
label sentences, contrastive fine-tuning encourages within-class concentration around g, and
between-class separation along w. Under this lens, 5 is an efficient estimator of the latent
post-level prototype, explaining the empirical gains we observe for mean pooling in CSA
classification.
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